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Abstract Markerless motion capture and understanding of
professional non-daily human movements is an important
yet unsolved task, which suffers from complex motion pat-
terns and severe self-occlusion, especially for the monocular
setting. In this paper, we propose SportsCap — the first ap-
proach for simultaneously capturing 3D human motions and
understanding fine-grained actions from monocular challeng-
ing sports video input. Our approach utilizes the semantic
and temporally structured sub-motion prior in the embed-
ding space for motion capture and understanding in a data-
driven multi-task manner. To enable robust capture under
complex motion patterns, we propose an effective motion
embedding module to recover both the implicit motion em-
bedding and explicit 3D motion details via a corresponding
mapping function as well as a sub-motion classifier. Based
on such hybrid motion information, we introduce a multi-
stream spatial-temporal Graph Convolutional Network(ST-
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GCN) to predict the fine-grained semantic action attributes,
and adopt a semantic attribute mapping block to assemble
various correlated action attributes into a high-level action
label for the overall detailed understanding of the whole se-
quence, so as to enable various applications like action as-
sessment or motion scoring. Comprehensive experiments on
both public and our proposed datasets show that with a chal-
lenging monocular sports video input, our novel approach
not only significantly improves the accuracy of 3D human
motion capture, but also recovers accurate fine-grained se-
mantic action attribute.

Keywords Human modeling - 3D motion capture - Motion
understanding

1 Introduction

The past ten years have witnessed a rapid development of
markerless motion capture and understanding for human daily
activities, which benefits various real-world applications such
as immersive VR/AR experience, action quality assessment
(Pan et al.,[2019) and vision-based robotics (Ran et al.,[2017)).
How to further capture professional non-daily human mo-
tions and provide fine-grained analysis has recently received
substantive attention.

In this paper, we focus on markerless motion capture
and fine-grained understanding for challenging professional
human movements which are essential for many applica-
tions such as training and evaluation for gymnastics, sports,
and dancing. However, these professional movements like
diving and balance-beam suffer from complex motion pat-
terns and severe self-occlusion, especially under the monoc-
ular setting, leading to inferior results and impractical usage
of existing 3D motion capture (Xiao et al., 2018} [Kocabas
et al., 2020) and 2D pose detection approaches (Cao et al.|
2019). When motion capture is unreliable, further motion
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analysis is even more challenging, which aims to provide
both mid-level sub-motion categories and detailed seman-
tic descriptions for each sub-motion or the whole motion
sequence at the finest granularity. On the other hand, even
though it’s natural to split such challenging sports move-
ments into sub-motions due to their repeatability and self-
similarity, the literature on utilizing such sub-motion prior
to strengthening the motion capture and understanding is
sparse. Moreover, most existing action understanding so-
lutions (Parmar and Morris, 2019b; |[Shao et al., |2020) are
limited to the pure high-level action assessment, where the
abundant 3D motion capture information of sub-motions has
been ignored.

To tackle these challenges, we propose SportsCap — the
first joint 3D motion capture and fine-grained understanding
approach for various challenging sports movements from
only a single RGB video input (see Fig. ] for an overview).
With the aid of mid-level sub-motion embedding analysis
of plausible motion manifold, SportsCap explores and vali-
dates the mutual gain between 3D motion capture and fine-
grained motion understanding. Our novel pipeline not only
achieves significant superiority to previous capture meth-
ods for challenging motions, but also provides accurate fine-
grained semantic assessment simultaneously for motion un-
derstanding, whilst still maintaining a monocular setup.

More specifically, we formulate this joint human motion
capture and understanding problem in a multi-task learning
framework. To this end, we first introduce a motion em-
bedding space to model the manifold of plausible human
poses for each sub-motion via the principal component anal-
ysis (PCA) technique. Then, for the motion capture task,
an effective motion embedding network is proposed to es-
timate the per-frame implicit embedding parameters so as
to recover the 3D motion details via a corresponding map-
ping function as well as a sub-motion classifier. Our mo-
tion capture scheme leverages the rich semantic and tempo-
rally structural prior of sub-motions in the motion embed-
ding space to tackle the severe occlusion and depth ambigu-
ities inherent to the monocular sports video input. For fur-
ther motion understanding task, we predict the fine-grained
semantic action attributes using a spatial-temporal Graph
Convolutional Network(ST-GCN), based on both the origi-
nal motion embedding stream and the recovered 3D detailed
motion stream of the whole video clip. Our novel multi-
stream ST-GCN module encodes both the implicit and ex-
plicit motion information from the previous capture stage for
more accurate action attribute parsing. Finally, a semantic
attribute mapping block is adopted to assemble various cor-
related action attributes into a high-level action label for the
whole sequence (i.e. the diving number for the diving mo-
tion), which provides an extra overall detailed understanding
of the whole video to enable various applications like action

assessment or motion scoring. To summarize, the main con-
tributions of SportsCap include:

— We propose a novel join human 3D motion capture and
motion understanding scheme in a data-driven multi-task
manner under the monocular setting, achieving signifi-
cant superiority to existing state-of-the-arts.

— By utilizing the semantic and temporally structured mo-
tion prior in the embedding space, we propose a novel
motion embedding module, as well as an effective multi-
stream ST-GCN module to reconstruct both detailed 3D
motions and accurate fine-grained actions, attributes si-
multaneously.

— We make available our Sports Motion and Recognition
Tasks (SMART) dataset, consisting of various challeng-
ing sports video clips with manually annotated poses and
fine-grain action labels as well as the relevant ground
truth 3D poses for motion embedding analysis.

2 Related Work

Our work is closely related to pose/shape estimation and ac-
tion parsing. We will discuss related methods and datasets
in these research areas.

Pose and Shape Estimation aims to recover the underly-
ing kinematic structure of a person. The results of these
work can be 2D/3D poses or 3D human models that match
the image/video observations. Earlier methods adopted ge-
ometric constraints (Yang and Ramanan, 2011) to construct
poses. Recently, with the success of deep neural networks
in many computer vision tasks, many deep learning-based
pose estimation approaches (Cao et al., 2019; [Pishchulin
et al., 2016} Raaj et al. |2019; [Sun et al.| 2019} 2018} [Tang
et al., [2018) have achieved remarkable performance. Open-
pose (Cao et al., 2019) employs Part Affinity Fields (PAF)
to support bottom-up estimation. |Sun et al.| (2019) exploits
multi-scale high-resolution networks to improve feature rep-
resentation. However, such methods focus on regular move-
ments and actions and become limited for professional sports,
which consist of more complex poses and occlusions in monoc-
ular videos. A few recent approaches aim to tackle special
actions. [Luvizon et al.| (2018) proposes a semantic-based,
multi-task learning framework, and Bertasius et al.| (2018)
tailors a predictor specific to certain actions. |[Xiaohan Nie
et al.| (2015) uses a hierarchical structure to decompose an
action into sub-poses and further divides each pose into many
parts. These approaches do not consider rich semantic in-
formation embedded in sports, and the structure constraints
within sub-motions. In contrast, our approach explicitly uses
the underlying semantic and ordering rules in sport to re-
duce the complexity of the problem. And we utilize PCA
to capture the similarities of poses in each sub-motion and
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Fig. 1 SportsCap: A multi-task approach for 3D motion capture and action understanding of challenging sports videos. We collect a sport-related
motion capture dataset to build the Sports Pose Embedding Spaces on speci ¢ sports, like balance beam (Blue), boxing (Orange), high jump
(Yellow), and other sports. This Sports Pose Embedding Spaces achieve signi cant superiority on challenging motion capture and encode semantic
meanings (see Fif] 5) for action parsing tasks.

constrain estimated poses in reasonable forms to further in#ction Parsing can be categorized into short vs. long dy-
prove the accuracy. namics, depending on the length of the motion patterns. For
short term dynamics$, Karpathy et|al. (2014) uses 2D CNNs
to learn deep appearance features and conduct frame-level
Traditional 3D human estimation methods either use muttiassi cation. IDT (Feichtenhofer et al., 2016) extends the
camera dome systems (Kanade et|al., 1997; Collet et atechnique with shallow motion features and Hussein et al.
2015) or exploit the RGB-D sensofs (Dou etlal., 2016; New{2019) uses 3D CNNs such as C3D (Tran et al., 2015) to
combe et al.; 2015), and recover the human geometry vieapture spatial-temporal patterns of consecutive frames within
multi-view stereo and point cloud fusion. With the advancethe sequence. For long term dynamics, TRN (Zhou et al.,
in parametric 3D human body models and deep neural ne018) exploits temporal dependencies across video frames
works, especially with the emergence of the SCAPE (Ariguebwer multiple hierarchies. TRN (Zhou et al., 2018) proposes
et al|, 2005), SMPL (Loper et ., 2015), SMPL{X (Pavlekosa multi-stream architecture to extract even richer temporal
et all[2019), recovering the human shape from a single viewfeatures. LTC (Varol et al., 2017) treats the temporal resolu-
pointimage/video becomes more and more popular. SMPLifipns as a substitute to temporal windows whereas Hussein
X (Pavlakos et all, 2019) ts the face, hand, and body partt al. (2019) conducts long-range action recognition. We ob-
of the SMPL-X model to images with pre-estimated 2D poseserve that competitive sports, like diving and gym, are al-
HMR (Kanazawa et al., 201Ba) proposes an end-to-end frameys a mixture of long and short dynamics: sub-actions such
work to regress the pose/shape parameters of human modd twisting or somersaults map to short dynamics whereas
directly from a single image supervised by an adversariathe complete dive, with a corresponding dive number, map
prior. Similarly, the VIBE [(Kocabas et a/., 2020) leveragesto long dynamics. We hence combine the advantages of short
the human pose data from the motion capture dataset (AMAS®I! long dynamics techniques.
(Mahmood et all, 2019)) and develops an adversarial frame- To speci cally tackle sports videos, Kanojia et al. (2019)
work to discriminate between real human motions and th@roposes an attentive guided LSTM-based neural network
produced temporal pose and shape. Recovering the humésr ne-grained motion recognition. Pishchulin et al. (2014)
shape from competitive sports images/videos is even moreombines the dense motion trajectories and pose estimations
challenging. The aforementioned methods rely on 2D pose® improve recognition accuracy. Choutas et al. (2018) rep-
to regress the human pose and shape parameters, while atbsents the movement of semantic keypoints as a color en-
letes in competitive sports exhibit highly complex poses andoded trajectory map, called PoTion, and subsequently con-
fast motions that won't appear in daily activities. We tackleducts classi cation on the PoTion. In a similar vein, Fani
the problem through embedding the highly complex but staret al. (2017) stacks the poses features generated by an hour-
dard human poses in sports to parametric space. Furtheglass network into a reference frame and then performs the
more, we collect the pose data for competitive sports activsub-action recognition from hockey sports videos. Pan et al.
ities using a MoCap system to provide more reliable priorg2019) builds a joint relation graph to model both the joint
and use these priors to constrain the estimated poses in raatations within a time step and across two immediate time
sonable forms. steps. Nevertheless, though these approaches rely on the joint
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